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P
ositioning boards to effectively exercise 
their fiduciary responsibilities for 
Artificial Intelligence (AI) innovation 
is a major governance imperative that 
demands the immediate and ongoing 
attention of boards and their executive 

teams. As the primary advisor to the board and its 
committees on legal and governance matters, the chief 
legal officer (CLO) is well-suited to guide the leadership 
team in this effort.

The Emerging Presence of AI

The pace and proliferation of AI discovery, investment, 
and deployment in health care and the life sciences has 
accelerated well beyond expectations. Prior expressions 
of skepticism and resistance are giving way to a sense of 
cautious excitement about its potential for overwhelm-
ingly positive implications. This extends across a wide 
spectrum of applications in diagnosis and treatment, 
drug development, clinical workload reduction and 
other operational efficiencies, and patient engagement 
and satisfaction enhancements.

For an overview of potential applications of AI in health 
care, see the supplemental materials posted with the on-
line version of this article at http://americanhealthlaw.
org/PotentialAIApplications. 

Yet the very nature of AI technology presents fiduciary 
challenges above and beyond those associated with the 
types of technology innovation with which many health 
care boards have become familiar. AI technology is 

dynamic, not static, and requires ongoing monitor-
ing and revalidation of its safety and efficacy. The 

“mystery” and confusion over what AI really is and 
how it works raises a fundamental question as to 

whether and how AI can and should be used 
safely in medical decision making, research, and 

product development. 

[T]he very nature of AI 
technology presents fidu‑
ciary challenges above and 
beyond those associated 
with the types of technol‑
ogy innovation with which 
many health care boards 
have become familiar.
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Health care AI applications, particularly in clinical care, 
are still largely “emerging” and without a meaning-
ful performance track record. A lack of trust and 
confidence among providers, patients, and the public 
presents a significant barrier to the adoption of AI 
solutions.1 A sufficient pool of personnel with “AI 
literacy” (which encompasses more than information 
technology and data science) is absent. Resistance to 
AI adoption exists among personnel who may fear AI 
will replace them. Data availability and integrity chal-
lenges, as well as data privacy and security concerns, 
exist on a much wider and deeper scale than with other 
innovative technology. Novel ethical and discrimination 
considerations that are difficult to detect, quantify, and 
resolve arise from potential misapplication of AI and 
the data supporting it. A return on investment in AI 
takes more time and is more difficult to measure than 
for other digital health technology solutions. 

The Governance Connection and 
Challenge

There should be no doubt as to the board’s right and 
responsibility to meaningfully engage in AI matters, 
despite the complexity of AI technology and associated 
barriers to board literacy. “AI is more than an issue for 
the technology team”; and it “is not a single thing” nor 
solely a concept of technology, but rather is an opera-
tional system that extends itself across the organization 
and its hierarchies.2 As such, AI technology’s breadth, 
complexities, and barriers present unique governance 
challenges for health care company boards that require 
a well-integrated, comprehensive enterprise risk ap-
proach. 

Indeed, active board engagement in AI implementation 
is supported by leading statements of governance 
principles and practices. For example, the National As-
sociation of Corporate Directors (NACD) in its recent 
Blue Ribbon Commission report, Fit for the Future: 
An Urgent Imperative for Board Leadership, challenges 
boards to respond to and focus on the transformative 
opportunities presented by AI innovation as a “new 
driver of growth and risk.”3

Board responsibility for AI innovation decision making 
and oversight is firmly grounded in the following 
traditional governance functions:

 ◗  Strategic Planning: The relationship 
of AI to the long-range mission of the 
organization is a fundamental board responsibil-
ity and properly the province of the board’s 
strategic planning committee. “True . . . value 
only emerges when AI implementation has 
been tightly linked to . . . strategy . . . and when 
Al-powered output has progressed into normal 
business as usual operations far enough to yield 
substantive value.”4 “It’s not just about installing 
AI technologies. It’s about using AI as a strategic 
lever to transform the business . . .”5

 ◗  Clinical Quality and Risk: The introduction of AI 
into clinical operations presents certain unique 
strategic, operational, and patient care and safety 
risks to the health system. This relates directly 
to the board’s responsibility for establishing and 
communicating the organization’s AI risk profile 
to guide management’s implementation of the 
plan for identifying and managing the major risks 
of the organization.

 ◗  Legal/Compliance: An organizational commit-
ment to AI implicates traditional legal and com-
pliance regimes in somewhat less familiar ways 
than do other forms of technology and solutions. 
To fulfill its compliance oversight obligations, the 
board must appreciate the current legal and regu-
latory framework for AI innovation in health care 
and the life sciences, monitor related changes, 
and empower compliance staff accordingly.

 ◗  Social Responsibility: AI innovation also impli-
cates board oversight of organizational, environ-
mental, and social-related commitments. The 
use of intelligent systems such as AI technology 
in the delivery of health care must be monitored 
with a spotlight on the ethical, social, cultural, 
and economic considerations that impact the 
interests of all health system stakeholders 
(e.g., fairness, equity, inclusivity, privacy, bias, 
discrimination, mental and physical harm).6

Beginning the governance development process now 
will position boards and executive leadership, clini-
cians, researchers, and other key constituencies to make 
decisions, manage the risk, and harness the value of 
AI in the near term and to continue to do so when AI 
becomes a pervasive technology in health care.

AI technology’s breadth, complexities, and barriers present  
unique governance challenges for health care company boards  
that require a well‑integrated, comprehensive enterprise risk  
approach.

http://www.americanhealthlaw.org
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Confronting the AI Governance 
Challenge

Meeting the Fiduciary Standard of Care in the AI 
Context. The complexity and range of AI technology 
uses and risks demands an unusually close level of 
engagement by boards, particularly at the formative 
stages of developing the oversight and decision-making 
framework. Boards should resist the understandable 
temptation to defer extensively to management and, 
as the NACD Blue Ribbon Report recommends, to 
prepare themselves to “engage more proactively, deeply 
and frequently” and in greater depth than on more 
traditional board agenda items. For many boards, this 
will be inescapably challenging, as it will require ventur-
ing into uncharted territory, making significant changes 
to traditional governance mechanisms, risk appetites 
and risk tolerances, enduring more trial and error, and 
making a greater time commitment than in other board 
oversight contexts.

Framework for Decision Making and Oversight of AI 
Innovation. The board’s primary task in charting a safe 
course through this promising but seemingly treacher-
ous frontier is to establish a framework from which 
the board can effectively address AI strategy and risk 
management. Engendering trust in the AI technology 
must be at the core of that framework. “To do that, [the 
board] must ensure the integrity, fairness, ‘explainabil-
ity’, and resilience of [the] AI models,”7 not only when 
first implemented but throughout their entire life cycle. 

Building the Board’s AI Governance Framework. As to 
its oversight obligations, the board will be expected 
to make a significant effort to develop a framework 
from which it can monitor and hold management 
accountable for AI strategy, integration, and risk.  For 
many health systems, this framework will be different 
and more involved than those applied for oversight of 
traditional operational matters. For companies that have 
implemented an overall innovation oversight function, 
the framework for AI governance oversight should be 
aligned and integrated with that function.

As to its decision-making obligations, the board will be 
expected to maintain an awareness of the types of deci-
sions it will be called upon to make; the cadence with 
which those decisions will present themselves to the 

board or key committees; the advantages and disadvan-
tages presented by individual decisions; and the need to 
retain outside advisors to support the deliberations of 
the board or committee.

As to its loyalty obligations, the board will be expected 
to address the intersection of the organizational use 
of AI with existing policies and procedures, including 
those relating to conflict of interest, confidentiality, and 
appropriation of corporate opportunity.

“Soft Law”—An Important Tool for Constructing an AI 
Governance Oversight Framework. The current “Hard 
Law” framework for regulating the quality, safety, and 
efficacy of health care delivery and medical products 
was not developed with AI innovation in mind. While 
the need for regulation has been widely acknowledged 
and supported in the private sector,8 progress toward 
that end has been slow. Given the pace and complexity 
of AI innovation, it is unlikely any Hard Law scheme 
alone will provide all that will be needed to develop 
and support a responsible AI innovation governance 
framework.9 Therefore, while a board’s existing corpo-
rate compliance program will provide a base, it will not 
be enough and boards and their executive teams must 
turn to other resources for constructing a framework 
that will promote trust in AI technology, harness the 
many benefits of AI, and manage its novel and complex 
enterprise risks.10 

“Soft Law” is a construct that has been applied in 
the past for managing the risk of other sophisticated, 
emerging technology in the absence of a fully developed 
legal and regulatory scheme for doing so.11 Soft law is 
typically comprised of policies, procedures, codes of 
ethics, guidelines, etc. that are derived from a combina-
tion of non-binding pronouncements of governmental 
agencies, private sector organizations, and public-pri-
vate partnerships and that establish requirements and 
standards that go beyond the minimum requirements of 
Hard Law. While it may lack the force of Hard Law, Soft 
Law can be more easily adapted to the dynamic nature 
of AI innovation. A board-constructed AI governance 
framework derived from such Soft Law itself is a form 
of Soft Law.

Fortunately, health and life sciences industry boards 
can draw on Soft Law resources available in practical 
guidance from the various public Soft Law initiatives 
of the Office of the President,12 Office of Management 
and Budget,13 the Department of Health and Human 
Services (HHS),14 and the Food and Drug Administra-
tion (FDA).15 Private sector counterparts include those 
of professional societies, industry trade organizations16 
and standard setting organizations,17 industry 
“watchdogs,” private sector collaborations,18 as well 
as voluntary certification and accreditation organiza-
tions that are likely to appear on the scene.19 

The FDA’s proposed approach, which is particularly in-
structive for the health and life sciences contexts, essen-
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tially aligns the nature and rigor of its oversight in close 
parallel with the spectrum of AI technology sophistica-
tion and the associated risks. More specifically, for AI at 
the lower end of the spectrum of sophistication that ap-
plies rules-based algorithms to well-curated, structured 
data to solve a narrow and clearly defined problem, the 
FDA takes a more flexible approach using elements 
of FDA pre-certification and “self-regulation.”20 For 
AI technology at the highest end of the sophistication 
spectrum, which autonomously applies data algorithms 
that can be as difficult to understand as those of the 
human brain to solve a broad range of problems, the 
FDA oversight and approval framework would mirror 
its current, more prescribed and rigorous pre-market 
approval framework for high-risk medical products.21 
In short, the closer the AI is to making decisions in a 
“black box” that are not explainable and understandable 
to an independent clinician and that are relied on as the 
primary basis for clinical decisions, the more rigorous 
and prescriptive will be the FDA’s requirements. Of 
course, while AI technology may begin at the low end 
of the sophistication spectrum, it will likely evolve over 
time toward the other end of that spectrum, and the 
governance framework should anticipate such changes 
and build in flexibility to adapt along the life cycle of the 
technology. 

Application of AI Soft Law to Board’s AI Governance 
Framework. From these AI Soft Law initiatives emerge 
a series of key considerations for a board to address in 
its own Soft Law governance framework for generating 
and sustaining trust in AI innovation. These include: 
(a) the purpose of the AI (patient care v. non-patient 
care, clinical v. administrative, etc.); (b) sophistication 
of the AI (e.g., rules based v. autonomous); (c) data 
accessibility, quality, and integrity; (d) data privacy and 
security protections; (e) explainability and understand-
ability of the AI’s results; (f ) degree of regulatory over-
sight/approval required for marketing and use of the 
AI; (g) compliance with applicable laws and industry 
standards; (h) transparency (with providers, patients, 
employees, and the public) concerning whether and 
how the technology will be used and associated risks; 
(i) user experience; (j) agility, adaptability, and resilien-
cy; (k) real-world performance monitoring and change 
management over the AI’s entire life cycle; (l) social 
responsibility with regard to other human dimensions 
of AI use (e.g., ethics, fairness and non-discrimination 
in availability and use); (m) partnering and collaborat-
ing to obtain expertise and other resources needed to 
support the trustworthiness of the AI; and (n) account-
ability with regard to the foregoing.

With these in mind, a board should consider the follow-
ing as important components of its own AI governance 
framework for AI investment, development, and 
deployment: 

 ◗  A responsible decision-making philosophy and 
approach that clearly articulates the lines of 

accountability between the board/
board committees and management 
for managing AI’s novel and complex 
enterprise risks while providing suf-
ficient flexibility for the organization 
to adapt and respond quickly to the speed and 
dynamic nature of AI innovation, discovery, and 
deployment; 

 ◗  Clear board delegation of primary responsibil-
ity for supporting the board in its AI decision 
making and oversight to the appropriate board 
committee (e.g., a new standing committee on 
innovation, including AI innovation) composed 
of members with specialized expertise and staffed 
by executives with specific organizational respon-
sibility for AI, and mechanisms for coordination 
of that committee with other relevant board 
committees on a regular basis;

 ◗  Criteria for identifying, assessing, and selecting 
AI innovation opportunities that align closely 
with the priorities encompassed in the organiza-
tion’s AI innovation strategy and enterprise-wide 
strategic plan, as well with the organization’s 
mission, values, and ethical standards;

 ◗  Principles, guidelines, and criteria for evaluating 
the potential uses and associated risks that paral-
lel the spectrum of AI technology complexity 
and sophistication (i.e., its degree of autonomy, 
and its understandability and explainability to the 
users);

 ◗  Ongoing monitoring of the safety and effective-
ness of existing AI technology development and 
deployment initiatives as they evolve and over 
their entire life cycle;

 ◗  Data governance and stewardship principles that 
address data availability, quality, and integrity 
(i.e., accuracy, completeness, risk of bias, and 
discrimination) as well as data privacy and 
security;

 ◗  Ongoing education of the board and executive 
leadership concerning new developments in AI 
technology generally, changes in the evolving 
legal and regulatory framework, and changes in 
the organization’s own AI oversight framework;22 

 ◗  A plan for “reskilling” the workforce at 
every level of the organization that has a role 
in fostering AI innovation. “It’s not just about 
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AI will be challenging and fraught with uncertainty and 
complexity.
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installing AI technologies. It’s about using AI as a 
strategic lever to transform the business. And that 
requires building deep AI capabilities across the 
organization—both from the bottom up and the 
top down—across technology, people, data and 
process”;23 

 ◗  Principles and guidelines for communication and 
educational programs that will promote transpar-
ency with patients and providers on matters 
such as when it will be used, how it will be used 
in making diagnostic and treatment decisions, 
and what role the provider will play in reviewing 
and making use of the AI solutions findings and 
recommendations;

 ◗  Principles and criteria for selecting partners and 
forming partnerships that align with the organi-
zation’s strategy, mission, values, culture, and risk 
tolerance and maintain a philosophy of shared 
accountability, responsibility, and risk among the 
participants; 

 ◗  Criteria and mechanisms for measurement of 
both quantitative and qualitative “Return on In-
vestment” and related benefits to organizational 
mission and purpose; 

 ◗  Integrating AI innovation-related policies and 
policy considerations with other governance and 
operating procedures (including but not limited 
to policies for managing board and management 
conflicts of interest and dualities, and board and 
management confidentiality policies); and

 ◗  Establishing and maintaining an inventory of AI-
related corporate opportunities for purposes of 
stimulating board discourse; informing officers, 
directors, and other executives; and reducing 
misappropriation risks.

Building a Board and Committee Structure for 
Governance Oversight of AI Innovation. The health 
system’s CLO can play a significant role in supporting 
AI governance by helping establish a framework for 
identifying specific AI-related governance needs and 
allocating specific governance responsibilities as appro-
priate. The World Economic Forum’s new monograph, 
Governance: Empowering AI Leadership, may be helpful 
in this regard.24 The monograph identifies four specific 
steps that can be used to pursue such an evaluation: 
(1) decide which [organizational AI] activities require 
governance oversight; (2) decide whether to keep, 
reassign, or set up new governance responsibilities; 
(3) establish a governance structure for AI (as part 
of this exercise decide how best to address AI ethical 
concerns—e.g., create a new board committee, add to/
recalibrate the tasks of an existing committee, or use the 
board as a whole); and (4) clearly allocate and articulate 
the relative, ultimate AI decision-making and oversight 
authority and responsibility of the board, board com-
mittees, and management.25

Critical to the board’s ability to provide effective over-
sight of AI may be the establishment of a standing board 
committee with dedicated responsibility to monitor 
management’s implementation of board-approved AI 
strategies, the inclusion within the committee of mem-
bers with specialized expertise,26 staffing the committee 
with management with specific organizational respon-
sibility for AI, an established process for reporting to 
the full board on a regular basis, and a clear articulation 
of the need for this AI standing committee to consult 
and coordinate with other key board committees whose 
responsibilities are implicated by AI innovation, such 
as Innovation, Audit & Compliance, and Strategic 
Planning.

Despite the “Soft Law” approach recently articulated 
by various governmental oversight bodies, health care 
and life sciences boards should anticipate the potential 
for closer monitoring and tightening of the regulatory 
framework as such governmental bodies learn more 
about the associated risks of AI through their current, 
softer oversight approach.27 Thus, as part of its respon-
sibility for comprehensive legal and regulatory compli-
ance risk management, an important role of the Audit & 
Compliance committee will be ongoing monitoring and 
board/committee education of the evolving legal and 
regulatory framework.

Conclusion

For most health care and life sciences companies, 
investment in and deployment of AI technology is 
expected to be a critical strategic component for the 
foreseeable future. While the goals and objectives for 
AI implementation are normally straightforward, the 
actual implementation of AI will be challenging and 
fraught with uncertainty and complexity. For these and 
similar reasons, effective, ongoing governance oversight 
of AI will be a critical organizational concern. There will 
be no “one-size-fits-all” approach, and the governance 
framework itself must reflect and be able to accom-
modate the highly dynamic nature of AI.

The CLO, as the board’s primary governance advisor, 
is the logical corporate executive to provide leadership 
team support in this regard. The CLO can assist the 
board in understanding the application of its fiduciary 
duties to the organization’s AI strategies, provide 
recommendations on AI-specific governance structures 
and policies, integrate thought leaders and managers 
across the many functional areas implicated by AI, and 
coordinate management-to-board information and 
reporting systems on AI matters.

As discussed above, the complexity and mystery of AI 
will undoubtedly require a greater commitment from 
directors and management. Therefore, establishing a 
framework for board decision making and oversight 
at the earliest possible stage of an organization’s 
development and implementation of its AI strategy will 
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